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Key questions to address 

n  What happens at the kinetic tail of the MHD cascade? 
¨  Ex 1: Heating of the solar corona and solar wind acceleration 
¨  Ex 2: Radiation from (hot) black hole accretion flows 
¨  Note: Combines anisotropy and kinetic effects! 

n  Option 1: „Collisionless“ damping of (quasi-)linear waves 
¨  Efficiency of Landau damping in a turbulent environment? 
¨  Significant deviations from Maxwellian distribution functions? 

n  Option 2: Particle acceleration (formation of current sheets) 
¨  Magnetic reconnection in a turbulent environment? 
¨  Role of strong guide field? 



Promising advances in kinetic simulation 

macrophysics 
(collisional) 

 
 
 

microphysics 
(collisionless) 

computational effort 

3D magneto- 
hydrodynamics 

5D gyrokinetics 
6D kinetics 

inextricably 
linked 

current workhorse of 
plasma astrophysics 

promising initial 
results, calling 
for more work 

long considered 
too costly, but 
now becoming 

more accessible 

Thanks to the continuous advance in supercomputing power, 
„serious“ kinetic turbulence simulations have become feasible 

 
Recently, strongly growing interest and activity in this area 



Vlasov (collisionless Boltzmann) equations (α=species label) 

Charged plasma particles undergo mostly 
small-angle (distant) Coulomb collisions. 

 
Hot and/or dilute plasmas are almost collisionless. 

Here, MHD is not applicable; one must use a kinetic description! 

From magneto-hydrodynamics to kinetics 

!"#$%&'()*$+,-'./)0

10$."#$'2(#03#$)4$3)&&/(/)0($."#$%&'()*$#,-'./)0($5#(36/2#($
."#$#*)&-./)0$)4$."#$5/(.6/2-./)0$4-03./)0$-05#6$."#$#44#3.($

)4$(#&473)0(/(.#0.$'05$#8.#60'&$#&#3.6)9':0#./3$4/#&5(

;"#0$3'&3-&'.#5$)0$."#$
3"'6'3.#6/(./3(

...from Liouville equation via BBGKY hierarchy 

…plus Maxwell’s equations (w/o displacement current) 



Basic idea of gyrokinetics: 
  

Remove the fast gyromotion 
  

Introduce charged rings as quasiparticles; 
go from particle to gyrocenter coordinates 

From kinetics to gyrokinetics Chapter 2. Theoretical Background

Figure 2.11: Full Lorentz motion of a particle in an electrostatic potential. Left:
Small Larmor radius. Right: Larger Larmor radius

structure, we may further restrict to the E×B drift part. So in dimensionless
units and flux tube coordinates, the differential equation is

ẋ(t) = vE(t),

v̇E(t) = −∇φ(x, t) × ez =
(
−∂yφ

∂xφ

)
. (2.61)

This means that, for a static potential, the particle moves on equipotential lines.
To include finite Larmor radius effects, φ has to be replaced by the gyroaveraged
potential φeff , as described in Sec. 2.1.4. In Fig. 2.11, the full Lorentz motion
of a particle is shown for a static potential. Whereas for a small gyroradius
(left picture) the particle follows the equipotential lines strictly, for a larger
gyroradius this is only roughly the case, since the structure of the gyroaveraged
potential is different to the original one. We note in passing that, in Eq. (2.61), x
and y are canonical conjugate variables. This means that, although the problem
is 2D, there is only one degree of freedom, wherefore the problem is completely
integrable, which can be seen in Fig. 2.11.

It is clear that for the E×B drift to induce a diffusive particle motion,
the stream function φ has to be time dependent. If the vortex structure is
changing, no closed trajectories are possible any more, and - if the changes are
irregular - the particle moves in a random, i.e. diffusive, manner. In Fig. 2.12,
the (Lorentz) trajectory of a particle in a weakly time dependent potential is
shown. The particle circles its initial vortex several times. When the vortex
decays, the particle gets free and follows an open equipotential line, until a new
vortex emerges and traps the particle again. The question which now arises is:
How can the diffusivity be determined from the scales of the stream function?
It will turn out that there are two distinct regimes, which can be distinguished
by the so-called Kubo number (Kubo, 1963; Vlad et al., 1998)

K ≡ V τc

λc
≡ τc

τfl
. (2.62)
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Large magnetic field (points into the plane), 
causing strong anisotropy 
 
Electrostatic potential fluctuations (color-coded) 
 
Particle orbit = fast gyromotion + slow (ExB) drift 

Brizard & Hahm, Rev. Mod. Phys. 79, 421 (2007) 

Tail of the MHD cascade is gyrokinetic! 



Appropriate field equations 

X = gyrocenter position 
Vװ = parallel velocity 
µ = magnetic moment 

Advection/Conservation equation 

The nonlinear gyrokinetic equations 

GENE code (grid-based, CFD-like, >260 kcores): http://gene.rzg.mpg.de 



Entropy-like quadratic ideal invariant 

Kinetics:   Free energy 

4. FREE ENERGY CASCADE IN GYROKINETIC TURBULENCE

energy balance equation for gyrokinetics, in particular, within the framework of

the formalism used in Gene. Then, in Sec 4.4 the resulting free energy balance

equation is presented. It will be also shown in the case of adiabatic electrons and

in the case of adiabatic ions. In Section 4.5, the numerical results are presented.

Finally, the conclusions and the chapter summary are given in Sec. 4.6.

4.2 Free energy in kinetic systems

Let us first introduce the general expression of the free energy E for kinetic

systems:

E = U − T0 S = K + EE + EM − T0 S. (4.1)

Here, U is the total energy of the system, which it is composed of the kinetic K,

the electric EE and magnetic EM energy. They are given by:

K =

�
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2

2
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d
3
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8π
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x
B

2

8π
.

(4.2)

where f̃j(x,v) is the particle distribution function and the integration is per-

formed over the whole six-dimensional phase space d
3
x d

3
v. Moreover, T0 repre-

sents the total temperature of the species considered. Finally, S corresponds to

the entropy of the system:

S = −
�

j

�
d
3
x d

3
v f̃j ln f̃j. (4.3)

If we split the distribution function f̃j into a Maxwellian distribution function F0j

and a first order fluctuation part f̃1j, the entropy part in the free energy equation

can be re-expressed as:
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by keeping only terms up to order two in f̃1j.
The first term in the above equation
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(4.5)

exactly cancels the kinetic energy K in the expression for E . The second term

in Eq. (4.4) simply represents the normalization of the fluctuating distribution
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4.3 Derivation of the balance equation

function and is assumed to be a constant that will disappear from the free energy

balance equation. Only the last term contributes to the entropy part:

−T0S =

�

j

T0j

�
d
3x d

3v
f̃ 2
1j

2F0j
. (4.6)

Grouping all the terms together, the free energy for kinetic systems can then be

re-written as:

E = − T0S + EE + EM

=

�

j

T0j

�
d
3x d

3v
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. (4.7)

4.3 Derivation of the balance equation

In gyrokinetics, the free energy balance equation can be obtained by applying a

free energy operator denoted by Ξh to the gyrokinetic equation (GK) (2.126) and

adding its complex conjugate part (cc):

Ξh[eq : GK] + cc :=

�

j,k

��
dµ dv�

π

2
B0 n0j

�
T0jg−kj

F0j
+ qjχ−kj

�
[eq : GK]

�

z

+cc,
(4.8)

where we have used the following definition for the z − average:

�A(z)�z =
�
J(z)A(z) dz�
J(z) dz

, ∀A(z). (4.9)

Also, for simplicity of the presentation we use the notation
�

j,k

=

�

j

�

k

, (4.10)

where j labels the species (electron or ion) and k = (kx, ky) denotes the Fourier

components in the perpendicular directions. The summation is performed over

all k values, from −kmax to +kmax where the minus k index denotes the complex

conjugate part of the unknown quantities. Furthermore, the summation over

repeated k index is not assumed in the following.

4.3.1 Time derivative

Regarding the part of the time derivative we have to compute:

Ξh[∂tgkj] + cc =

�

j,k

��
dµ dv�

π

2
B0n0j

�
T0jg−kj

F0j
+ qjχ−kj

�
[∂tgkj]

�

z

+ cc.

(4.11)
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Entropy part (tends to dominate) 

T‘;‘0

f ¼
X

‘1

T‘;‘1;‘
0

f ¼
X

j

Z
d!

T0j

F0j
f‘j ½ "!1; f

‘0
j #xy: (11)

These two-domain interaction terms will be interpreted as
the energy transfers between the domains d‘ and d‘0 , even
if the redistribution of the free energy between the different
domains by the nonlinear term cannot be fully understood
without considering triadic interactions. As a consequence
of the Poisson bracket structure, it is easy to show that

T‘;‘0

f ¼ $T‘0;‘
f , which reinforces the interpretation in terms

of free energy exchange. Indeed, if the domain d‘ is
considered to receive a certain amount of free energy per

unit of time T‘;‘0

f from the domain d‘0 , then the domain d‘0

is seen as losing exactly the same amount of free energy per
unit of time in profit of the domain d‘. The same approach
can be used to define three-domain and two-domain inter-
action terms for the electrostatic part of the free energy
with the following definitions:

T‘;‘1;‘2
! ¼

X

j

Z
d! "!‘

1½ "!‘2
1 ; f

‘1
j #xy; (12)

T‘;‘0

! ¼
X

‘1

T‘;‘1;‘
0

! ¼
X

j

Z
d! "!‘

1½ "!‘0
1 ; fj#xy: (13)

The complete dynamical equation for E‘ then reads

@E‘

@t
¼

X

‘0
T‘;‘0

f þ
X

‘0
T‘;‘0

! þ G‘ $D‘; (14)

where the source and dissipation terms, G‘ and D‘, are
given by Eqs. (6) and (7), using h‘j , f

‘
j , and

"!‘
1.

The free energy transfer terms defined above are now
evaluated from a numerical simulation using GENE. The
physical parameters employed in this context correspond
to a widely used case of collisionless ion temperature
gradient (ITG) turbulence known as the Cyclone Base
Case [15] where adiabatic electrons and one single ion
species are used. (Repeating the analysis shown below
for a reduced normalized temperature gradient of 6.3 in-
stead of the nominal 6.9, or with collisions added, no major
changes were observed, indicating the robustness of our
findings.) The simulation domain is about 125 ion gyrora-
dii wide in the perpendicular directions, and 256& 128&
16& 48& 16 grid points are used in (x, y, z, vk, ") space.
For further analysis, the perpendicular wave vector plane is
divided into shells d‘ ¼ fk?such asK‘ < jk?j ' K‘þ1g
where the shell boundariesK‘ are chosen to grow algebrai-
cally K‘þ1 ¼ #K‘, with # ¼ 21=5 between shell ‘ ¼ 3 and
‘ ¼ 24. The first shell boundaries have been chosen differ-
ently (K1 ¼ 0, K2 ¼ 0:2, K3 ¼ 0:3) in order to ensure that
enough modes belong to those shells. Moreover, in order to
limit the number of shells, the last shell (‘ ¼ 25) is wider
and limited by K25 ¼ 6:3 and K26 ¼ jk?jmax ¼ 14:6.

Figure 1 shows the numerical results for the source and
dissipation terms (averaged over time during the saturated

phase of the simulation). As expected, the injection of free
energy is well localized at low k?. However, as it turns out,
the dissipative terms are not just active in the high k?
range, but throughout the entire k? spectrum, including
the drive range. An explanation of this phenomenon may
be provided in terms of the nonlinear coupling to damped
eigenmodes, as is discussed in Ref. [16]. There is a net
source of free energy up to shell ‘ ¼ 8 and a net dissipation
beyond that.

FIG. 1 (color online). Shell decompositions in perpendicular
wave number space of the drive (G‘) and dissipation ($D‘)
terms (as well as their sum) from a GENE simulation of ITG
turbulence.

FIG. 2 (color online). Shell-to-shell transfer in perpendicular
wave number space of entropy (a) and electrostatic energy
(b) from a GENE simulation of ITG turbulence.
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Direct cascade of free energy 

Bañón Navarro et al., PRL 2011 



Power law spectra 
Free energy wavenumber spectra 

The corresponding shell-to-shell free energy transfer
terms are shown in Fig. 2, and various interesting features
can be observed there: (i) The entropy transfer is larger
than the electrostatic energy transfer by 2 orders of mag-
nitude. This is in line with the fact that only Ef is driven

directly, while E! is fed via linear transfer terms. Just a

small fraction of the free energy is passed on to E!.

(ii) While the electrostatic energy exhibits an inverse and
less local cascade behavior, this property hardly affects the
overall free energy dynamics, given the dominance of Ef

over E! and of Tf over T!. (iii) The entropy transfer (and

therefore also the free energy transfer) is from large scales
to small ones; it is negative for ‘0 > ‘ and, due to the
antisymmetry property, positive otherwise. (iv) The free
energy transfer is very local in wave number space. Indeed,

only values of T‘;‘0
tot with ‘ close to ‘0 are significantly

different from zero. In practice, for j‘! ‘0j> 5 the free
energy transfers almost vanish. This corresponds to a ratio
of wave numbers between the two shells of the order of 2.
(v) For ‘ > 15, the total transfers are found to depend
mainly on ‘! ‘0, not on the two indices separately. This
suggests the existence of an asymptotic self-similarity
range, despite finite dissipation (see Fig. 1). Given that,
in contrast to the damping rates, the nonlinear frequencies
characterizing the free energy transfer increase with ‘ (see
also Ref. [16]), cascade dynamics is allowed to develop.

Interestingly, as is shown in Fig. 3, the wave number
spectra of Ef and E! exhibit power laws at k? > 1, indica-
tive of self-similarity. Dimensional analysis based on
two-dimensional gyrokinetics lead Schekochihin and co-

workers [3] to the predictions Efðk?Þ / k!4=3
? and

E!ðk?Þ / k!10=3
? which are displayed for comparison.

One finds that the measured spectra are relatively close
to these expectations, regardless of the fact that terms
related to parallel free streaming, magnetic curvature,
and inherent drive and damping are all neglected in this
theory, and that Ef and E! are conserved independently of

each other in two dimensions. Clearly, future work will
have to further unravel the underlying physics.
In summary, the spectral transfer of free energy in

gyrokinetic turbulence displays various similarities with
the kinetic energy transfer in fully developed Navier-
Stokes turbulence, although this is not at all obvious
a priori. In particular, being dominated by the entropy
contribution, the free energy is subject to a (strongly) local,
forward cascade—despite the absence of a strict inertial
range. Moreover, the wave number spectra of the entropic
and electrostatic parts of the free energy exhibit power laws
with exponents which are close to the predictions from a
simplified two-dimensional analysis.
Insights like these may be expected to guide the appli-

cation of large-eddy-simulation techniques [17] to gyroki-
netics. Here, the idea is to only retain the dynamics of the
largest scales while the smallest ones are modeled. Indeed,
if the smallest scales are proven to act systematically as a
sink of free energy like it was the case here, it is reasonable
to propose a dissipative model for these small scales and
consequently reduce as much as possible the numerical
resolution. On such a basis, it may well become possible to
reduce the computational effort for gyrokinetic turbulence
simulations by a significant amount. The present work
represents a relevant step in that direction.
The authors would like to thank G. Plunk, T. Tatsuno,

and D. Hatch for very fruitful discussions, and acknowl-
edge that the results in this Letter have been achieved with
the assistance of high performance computing resources
(including Tier-0) on the HPC-FF and JUGENE (provided
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II. LES FORMALISM IN GYROKINETICS

In the following, the nonlinear gyrokinetic equations
are solved by means of the GENE code9. Although a
more comprehensive code version including nonlocal ef-
fects is at hand10, for simplicity we restrict ourselves
here to the local code version. Only electrostatic fluc-
tuations are considered, with a fixed background mag-
netic field B0 and adiabatic electrons. Field aligned
coordinates are used11, with the assumption of circu-
lar concentric flux surfaces12. The GENE code uses a
delta-f splitting of the unknown distribution function:
Fi = F0i + fki with the normalized equilibrium distri-

bution function F0i = e−v2
�−µB0 , where µ = miv2⊥/(2B0)

is the ion magnetic moment (mass mi), v⊥ and v� are
respectively the velocity coordinates perpendicular and
parallel to the magnetic field. Unknowns are Fourier
transformed along coordinates perpendicular to the mag-
netic field (x, y) → (kx, ky). The collisionless gyrokinetic
Vlasov equation for ions guiding center distribution func-
tion fki(kx, ky, z, v�, µ, t) then reads:

∂tfki = L[fki] +N [φk, fki]−D[fki], (1)

where L represents linear terms, N the quadratic nonlin-
earity, and D the numerical dissipation terms.

The linear terms can be written as L = LB0 +LG+L�,
where LG[fki] is the drive due to logarithmic density
and temperature gradients (ωni and ωTi), LB0 [fki] cor-
responds to both the curvature and the gradient of the
magnetic field B0 (referred to as “curvature” in the fol-
lowing), and L�[fki] is the term describing the parallel
dynamics:

LG[fki] = −
�
ωni +

�
v2� + µB0 −

3

2

�
ωTi

�
F0iikyJ0kφk ,

(2)

LB0 [fki] = −
Ti0(2v2� + µB0)

ZiTe0B0
[Kxikx +Kyiky]hki , (3)

L�[fki] = −vTi

2

�
∂z lnF0 ∂v�hki − ∂v� lnF0 ∂zhki

�
. (4)

Here, hki = fki + ZiF0iJ0kφkTe0/Ti0 is the nonadiabatic
part of the distribution function, with the ions charge
number Zi and the ion thermal velocity vTi. Ti0 and
Te0 are, respectively, the ion and electron equilibrium
temperature, J0k is the zeroth order Bessel function cor-
responding to Fourier transformed gyroaverage operator,
and φk is the electrostatic potential. The two terms Kx

and Ky are due to magnetic field curvature and gradient
introduced by the magnetic geometry12.

N is the nonlinear term describing the perpendicular
advection of the distribution function by the E×B drift
velocity:

N [φk, fki] = −
�

k�
x,y

(k�xky − kxk
�
y)J0k�φk�f(k−k�)i , (5)

which has the fundamental role of coupling different per-
pendicular kx and ky modes.
Numerical dissipation terms in GENE have the general

form:

D[fki] = axk
n
xfki + ayk

n
y fki + az∂

4
zfki + av�∂

4
v�
fki , (6)

where the coefficients ax and ay are usually set to zero,
while az = 0.1 and av� = 1 have been shown to be well
adapted in a wide range of cases13.
The electrostatic potential φk is given by the quasi

neutrality equation:

φk−�φk�FS
+
ZiTe0

Ti0
[1− Γ0 (bi)]φk = πB0

�
dv�dµJ0kfk ,

(7)
where �φk�FS

=
��

Jdzφk

�
/
��

Jdz
�
, stands for the flux

surface average of the electrostatic potential, Γ0(bi) is
the modified Bessel function applied to the argument
bi = v2Tik

2
⊥/Ω

2
ci. Electrons are assumed adiabatic: ne =

qene0 (φk − �φk�FS
) /Te0. Since a single gyrokinetic ion

species is considered, the species indices are omitted in
the following for the ions distribution function: fk = fki.

A. Filtered gyrokinetics

In a gyrokinetic LES, the most suitable coordinate
subspace for coarsening the grid is the perpendicular
wavenumber plane (kx, ky) since it generally requires
fairly high resolution. Obviously, the objective of the
LES technique is to reduce the number of grid points in
(kx, ky) space. The coarsening procedure can be imple-
mented by applying a Fourier low-pass filter, with the
characteristic length ∆. The employed cut-off filtering
has the effect of setting to zero the smallest scales charac-
terized by all modes larger than 1/∆, as shown in Fig. 1.
If one denotes the action of the filter on the unknowns
by · · ·, the filtered gyrokinetic equation reads:

∂tfk = L[fk] +N [φk, fk] + T∆,∆DNS −D[fk] , (8)

where a new term appears from the filtering of the non-
linear term:

T∆,∆DNS = N [φk, fk]−N [φk, fk] . (9)

At this point, it is important to note that Eq. (9) is the
only term which contains the influence of the scales ∆DNS

which we want to filter out from (φk, fk). We will refer
to it as sub-grid term in the following. The GyroLES
then consists of finding a good model replacing this term
which only depends on the resolved unknowns (φk, fk),
on the characteristic length of the filter ∆, and on some
free parameters {cn}.
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Apply LES filter: 

Sub-grid term: 
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one can expect that a large majority of the free energy

injection will not be affected by the filtering: G ≈ G. It

follows that the DNS dissipation can be approximated by

D ≈ D − T∆,∆DNS .

The existence of inverse and non-local cascading pro-

cesses resulting from interaction between bulk turbulence

and the zonal flows is correctly described by the model,

assuming that the bulk turbulence corresponds to the re-

solved free energy injection G. In particular, the Dimits

nonlinear upshift
21

has been shown to be correctly de-

scribed by GyroLES type models.
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FIG. 2. Contribution of the sub-grid term to the free energy
balance as a function of time, for different test-filter widths
∆.

The time evolution of the sub-grid contribution to the

filtered free energy balance (parameters associated to Cy-

clone Base Case (CBC) detailed in Sec. IV), is shown in

Fig. 2 for different values of the filter width ∆. The sub-

grid contribution is the same order as the resolved dissi-

pations T∆,∆DNS ≈ −D ≈ −G/2 in the quasi-stationnary

regime of interest here. The sub-grid contribution is al-

ways negative, implying that the sub-grid scales act as

a free energy sink, like it is supposed to.
6
More pre-

cisely, one observes that the amplitude of the dissipation

ensured by the sub-grid scales increases with the filter

width. This means that a model M should behave like

M(c,∆, fk) = ∆
α
M �

(c, fk) ≈ T∆,∆DNS .

B. A model for sub-grid scales

A simple dissipative model for GyroLES which has al-

ready been used previously
6
is given by

M(c⊥, fki) = c⊥k
4
⊥hki . (18)

The optimal value of c⊥ for the CBC parameters can be

found, e.g., through trial and error. However, this model

is not taking into account the filter width dependency ∆

observed in the previous section. Moreover, the use of

k⊥ implies that the relative dissipation in kx and ky is

fixed. A more flexible model which takes into account the

anisotropy (cx and cy) and the filter width dependency

(∆x,y) is given by

M =

�
∆

α
xcxk

n
x +∆

α
y cyk

n
y

�
hki . (19)

In fluid turbulence, it is common to assume that the

kinetic energy flux from scale to scale is a constant in

the inertial range. Based on the recent finding that ITG

turbulence also exhibits a local and direct cascade of free

energy
2
, we assume, in close analogy, that the free energy

flux εE is constant from scale to scale in the (kx, ky)
plane perpendicular to the magnetic field. Anisotropy is

taken into account by letting the free energy flux taking

different values along kx and ky, namely εE,x and εE,y.
The free energy has the dimension of an energy density,

so that the free energy flux εE is an energy density per

time,

[εE ] = �−1τ−3 ,

where τ and � represent characteristic time and length

scales. It is reasonable to assume that the model depends

only on the free energy fluxes εE,x, εE,y and the filter

widths ∆x,∆y,

M =

�
εβE,x∆

α
xk

n
x + εβE,y∆

α
y k

n
y

�
hki .

Moreover, from dimensional analysis we know that

[M ] = τ−1
[hk], so that β = 1/3 and α = n + 1/3. The

last relation allows to fix the unknown filter width expo-

nent α accordingly to the model parameter n. The model

thus becomes

M =

�
cx∆

n+1/3
x knx + cy∆

n+1/3
y kny

�
hki . (20)

Since the derivative order n is positive, the filter width

exponent α = n + 1/3 is also positive, in line with the

numerical results in the previous section. Moreover, the

model coefficients are dimensionally related to the con-

stant free energy fluxes across scales via [cx] = [cy] =

[εE,x]1/3 , [cy] = [εE,y]1/3. It is interesting to note here

that the model coefficients are constants, just like the

free energy fluxes.

C. Dynamic procedure for gyrokinetics

The dynamic procedure is based on the introduction

of an additional filter denoted by �· · · and referred to as

the test-filter. It is characterized by a filter width �∆ that

corresponds to a “very coarse” grid: �∆ > ∆ > ∆
DNS

.

≈ 
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single-scale simulations in terms of the measured exponents.
In the case of a TEM-ETG turbulence mixture !with stable
ITG modes", we found a remarkable level of agreement with
recent experimental findings, claiming that the power law

exponent becomes much larger at ky!s"1. However, the re-
sults do not match quantitatively, most probably because sev-
eral potentially important physical effects !like collisions,
magnetic fluctuations, real geometry, or a finite Debye
length" were neglected here for simplicity. We would also
like to point out that most experimental measurements were
done close to the edge, while our multiscale simulations em-
ployed typical core parameters. In addition, increasing the
mass ratio to realistic values would lead to a further separa-
tion of ion and electron scales and therefore might alter some
of the results quantitatively.

Nevertheless, our qualitative findings are expected to re-
main valid, in particular the fact that high-k modes may con-
tribute significantly to the electron heat transport although
the density spectra might exhibit a rather fast decay. On the
other hand, the experimental detection of a flat region in the
binormal wavenumber spectrum of the density fluctuations at
around ky!e#0.1 would be good evidence for the existence
of strong ETG activity. At the same time, our simulations
show that measurement of frequencies or phase velocities at
short wavelengths can be used to establish the existence of
ETG turbulence.
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FIG. 10. !Color online" Dominant real frequency defined as median of Eq.
!1" at kx!s=0 for the multiscale simulations !A"–!C" with and without con-
sideration of the nonlinearity. The error bars denote the standard deviations.
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Görler & Jenko, 
PoP 2008 
 
 
See also: 
Plunk, PoP 2013 

Linearly unstable waves 

Role of collisionless damping not clear a priori 



Gyrokinetic simulations of the solar wind 
dispersion / dissipation range 

Sahraoui et al., PRL 2009 Howes et al., PRL 2011 

Cluster spacecraft measurements Gyrokinetic simulations below ρi 



Reconnection in turbulent environment 

Traditional reconnection models 
assume simplifed geometries 
 
 
In practice, reconnection often 
occurs in a turbulent environment 
 
 
Recent attempts to attack this problem 
(e.g., Kowal 09, Loureiro 09, Servidio 09-12) 
 
 
Efficient approach in the presence of 
a strong guide field: gyrokinetics 



Gyrokinetic turbulent reconnection Turbulent self-generation of current sheets
Use random f1(t = 0) ∝ k−1

x k−1
y + small v-space perturbation

Islands in A� (left)

Current sheets visible in j� (right), aligned to magnetic potential,
typical scale λ = de = c

ωpe

reconnection
region

current sheet

10 / 12Gyrokinetic simulations of magnetic reconnection

P
ueschel, Jenko, Told &

 B
üchner, P

oP 2011 

Generation of parallel electric fields by the turbulence 



Key issues to explore 

n  Better understanding of MHD inertial range physics 
¨  Defines interface to kinetic dissipation range physics 
¨  Quantitative description of anisotropy 
Talk by W. Matthaeus 
 

n  (Gyro-)Kinetic studies of dissipation range physics 

¨  Ab initio approach, no free parameters 
¨  Window of opportunity (HPC & observations) 
Talk by W. Daughton 

n  Applications to various space and astrophysical problems 
Talk by J. Stone 


